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Presentation Outline

Goal: To highlight several LIINES’ capabilities & insights relevant to the
transactive energy challenge

= Capabilities
— Power Grid Enterprise Control Simulator
- Resilient Smart Grid Simulator
- Multi-agent smart grid control platform
* Insights
— Cost optimality does not guarantee system stability
- System stability does not guarantee cost optimality
- Negotiated equilibria does not guarantee cost optimality
— Distributed decision making does not guarantee resilience

- Switching decisions require real-time control to guarantee transient stability
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Need for Power Grid Enterprise Control

Tertiary control . .
[t s b peing Multiple time scales addressed by separate power
l Power flow control in grid-tied mode I System Contr0| Iayers
— 7 « Primary control > AGC, AVR
Secondary control « Secondary control 2 operations control center including
: : Compensating the voltage deviation manual aCtlonS
caused by pri control
T « Tertiary control - energy markets
Compensating the frequency
: deviation caused by primary control o H OW ev e r,
. T | * Renewable energy integration introduces dynamics at all
B Primary contol time scales
g [ Volsesabiyprovsin | - FERC has changed frequency requirements on real time
" [ Py by prsrvig._| markets from 1hr to 15 minutes. PJM-ISO uses 5
l Plug and play capability of DERs l m | nu tes
Circulating current avoidance among DERs
x | « German TSO 50Hz finds manual operators are making
. | ! more frequent adjustments (especially curtailment)
. Microgrid . . . . .
5 [ - ] » Grid scale storage & smart building move transients into

Tie

'
[ Main power grid ]

.. Primary, Secondary & Tertiary Control are increasingly intertwined

slower time scales
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Power Grid Enterprise Control Simulator

ﬁDA(t)
e T Resource Scheduling P(1)
Puonf__ SCUC Reserve ESR —
B;ﬁ_ L Scheduling | | Scheduling
~ AP, DA(t ) P LOAD RRAMP
P;® @ : @ @
T T Balancing Actions
_P.REG_ e
SCED Manual
" Operator
& ESR Actions
>
2 E AR L Pusg
== Regulation Service
: AP (1)
I(1)
Physical Power Grid >

.. Reconfigurable multi-layered multi-time horizon control, automation, &
optimization system for holistic power system analysis
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Resilient Smart Grid Simulator

package Data owerGrid |

Scripts

+myh emnry-(}
+RoundTripTest()
+structAllObjs )

StaticGen )J

StaticLoad

AVRData

Version:int[1]=2
-modeType : String = Static
-baseMVA : int= 100
-accuracy : Real = 1.0E-4
-maxiter - in
-frequency : int = 60
-fault - int

-YBus

-TBusRed

stinbutes
-AVRType : String = AVR1

operations
+makeAWVRDatal)

1

AVR1

sttnbutes

ap:
+addBranch() : Powes
+addNode() - PowerGrid

< )} : PowerGrid
+removeBranch() : PowerGrid
+replaceNode() : PowerGrid
+faultNode() : PowerGrid

+un ) : PowerGrid
+makeDynamicGrid() : PowerGrid
+makeStaticGrid() : PowerGrid
+makeSys StateVector() : PowerGrid
+makeReducedyBus() . PowerGrid
+applyReconfigurations(} : PowerGrid
+getinitSetpoint() : PowerGrid
+applySetpoints() . PowerGrid
+getadiNodeldx() - PowerGrid
+getadiBranchidx() : PowerGrid
+mergeNodes() - PowerGrid
+getDynNode() . PowerGrid
+dealParam() : PowerGrid
+getFaults() . PowerGrid
+runPowerGridPFA() : PowerGrid
+powerGrid2MPC() : StructuredExpression
+mpc2PowerGrid() : PowerGrid
+make'Bus() : PowerGrid
+applyNodeSetpoints() : PowerGrid
+faultBranch()

+getEGens()

+getFaultString()

+getlumModes()
+makeConnFromiatri<()
+makeConnToMatrix()

ePowerGrid()

Struct
extraFields
Powerlode
sttributes
-nodeType
-nodePFATYype
-Slatus.
-busArea
-plnject branch
DynStateVector |—=ja o
- attnbutes _baseK\ -branch
-time —voltageMag 'IBBL'S
-label : String -voltageAng i Bus n
-value _max\ -rBranc
L -xBranch
operation: -bBranch
tor() : DynStateVector -gpsX _rated
+initSysStateVector() : DynStateWector -gpst _rateB
+storeSysStateVector() - DynStateVector -locCristatus _rateC
-locCtriType 4
-dynPlantData ':I_ng
= -dynCtriData B
dynDevice —dynStateVector ::;agt:l?n
_plantorCtri operations -anghlax
e Type +addhodeE() -pi
B iates +removelodeE(} -gf
+getDynNodsE() -pt
HEEkies ~ransferAngleState() at
aperstions +er
+importDynDeviceData() : PowerGrid +insertDynNodeData()
= a3

+make’rDynBus()
+storeSysStateVector()
+unfaultBranch()
+update¥Buses()

Utilities

operations
+debugEquivObjs( not used )
+deepObjStruct{ mpc2PowerGrid )
+deepStructObj( PowerGrid2MPC )
+fprintfCell&rray( not used )
+getCSVDatal alinputRelated )

+getFileLines( not used )
+getSimParams( sysStateVector )
+getStatesOfType( not used )

+getCS\/DataRows( importDynDeviceData }

+getStateTypeloc( getSimParams )

Sys +getStateTypeloc2( not used )
attrbutes +makeMPC4PQNode( PowerGrid2MPC )
-time: +makeMPC4P\VNode( PowerGrid2WMPC }
-value +makeMyPlots( not used )
-label +mapinterface( not used )
-xInt +mat2struct{ mpcZPowerGrid )
-~tint +myRunPF( runPowerGridPFA }
+obj\VecProp( not used )
+obj\Vector( 365 times )
+separateCommas( 84times )
Event +simTSpan( sysStateVector }
attributes +sloci not used )
-time +slocDir2( not used )
-tvpe +struct2mat( PowerGrid2MPC
-index +vecObject( 88times }
+vecObjProp( 48 times )
ap:
+makeEventSc () - myEvents
+importSchedule() . myEvents

i

Setpoint

Reconfig

-parameters

-voltageMag
-voltageAng

operations
+makeSetpoints() : mySetpeint

System Inputs | myCase1

StaticStorage
myCase2
5 [ [ [ 1 = =
StaticBus I c loads P simOptions
attribute:
atiributes atiributes attnibutes
E -loadCMum -loadSMum geCNum -storageSNum -bi mylnputGridData j};ﬂr\‘rge ﬁguble
o 4 -genCType -genSType -loadCType -loadSType -storageCType -storageSType -gShunt alibates, _ralTol - double
attnbutes at -maxP -maxP -maxpP -maxpP -maxp -maxP -bShunt _branchFile :
-hGen : double =0.0 -hGen : double = 0 -minP -minP -minP -minP -minP -minP _genCFile
-dGen : double = 0.0 -dGen : double = 0 -maxi -maxQ -maxQ -maxCl -max -max —genSFile
-angle : double = 0.0 -rampGen : double = 0 -minQ -minQ -minQ -minQ -minQ -minCl loadCFile
-speed : double = 0.0 -angle : double = 0 -rNode -rNode -rNode -rNode -rNode -rNode _oadsSFile
= -speed : double = 0 -xNode -xNode -xNode -xHode -xNode -xNode _storageSFile
R -mechPower : double = 0
+dynDMSynciachinel() [ -storageCFile
op: -busFile
+dunDMSyncGenli) -dynDeviceDataFie

-reconfigSchedule
-setpointSchedule

.. Fully object-oriented to support reconfigurable & resilient operation on the fly!
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Resilient Smart Grid Simulator

Phase Angle Difference of Synchronous Generators Over Time
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. A transient stability example. Supports customized models.
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Developed Multi-Agent System Transient Stability Platform

=  Multi-agent layer
= Developed in JAVA-JADE

= Each physical component has its
virtual representation in multi-
agent layer

= JAVA-MATLAB interface enables
communication in both ways

Multi-agent

:‘> Layer

=  Power system layer
= Developedin MATLAB

AMATLAB

Power System
Layer

.. Shows impact of cyber-agent negotiation on physical power grid!
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Developed Multi-Agent System Transient Stability Platform

Multi-agent layer
=  MAS allows semi-autonomous decision-
making
= JAVA-JADE describes parallel decision-
making of each agent as multi-thread
language

Power system layer

= Time domain simulation of power system
transient stability

= MATLAB solves Differential Equations fast
and accurately

Multi-agent
Layer

AMATLAB

Power System
Layer

.. Shows impact of cyber-agent negotiation on physical power grid!
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Presentation Outline

Goal: To highlight several LIINES’ capabilities & insights relevant to the
transactive energy challenge

= Capabilities
— Power Grid Enterprise Control Simulator
- Resilient Smart Grid Simulator
- Multi-agent smart grid control platform
= Insights
— Cost optimality does not guarantee system stability
- System stability does not guarantee cost optimality
- Negotiated equilibria does not guarantee cost optimality
— Distributed decision making does not guarantee resilience

- Switching decisions require real-time control to guarantee transient stability
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Cost optimality does not guaranteee physical system stability

6000 : : , _ _
—— Net load Role of cross-layer feedback in enterprise
ssooll g:ass?°a:+ 5 ..°f' control demonstrated by a set of
assica . . . .
I Classical + | o simulations w/ four variations of the power
< t (] R
3 50001 » Enterpise . . balance constraint:
- ...m‘ = classical,
§ 4500 o ibpnniisl w classical + 1
...’huh‘ AMAALAA LAY )
s000l ‘ = classical + G,
= enterprise control.
3500 ' : :
0 60 120 180 240
Time (min)

= For the classical method, the regulation goes to saturation quickly and the
imbalance starts to accumulate.

= The presence of the G, term alone periodically resets the utilized regulation and

allows partial mitigation of the imbalance. However, the residual imbalance
starts to accumulate.

. The DA & RT markets are cost optimal but the system can have drastically
dlfferent stability!
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Physical system stability does not guarantee cost optimality!

x 107
o 6£ o - ® - Energy storage size (MWh) =0 ]
2 s | - m - Energy storage size (MWh) = 3000
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Load Following Reserves Normalized by Peak Load

.. The same physical performance can be achieved with different combinations
of resource with no change in market design.
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Negotiated equilibria do not guarantee cost optimality!

14-Apr

15-Apr

10-Apr 11-Apr 12-Apr 13-Apr

10-Apr  11-Apr

12-Apr

13-Apr

14-Apr

1S5-Apr

16-Apr

= Renewable energy resources can exacerbate the load following requirement for

thermal generation units!

= Greater burden on thermal unit control & ramping capability!
= Thermal unit capacity utilization & economic rationale will naturally deteriorate!

. When multiple time block interactions exist or are required from the physical
systems, local information sometimes prevents finding global optima
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Distributed decision-making does not guarantee resilience

[47,48]

Model limited to lines &
substations. No model
for power generation &
consumption.

One physical resource has
many function blocks.

2 Each function block is
meant to be part of a
larger control agent.

Model limited to lines &
substations. No model
for power generation &
consumption.

Only Line & substation
availability.
Generation/Consumption
not included.

Function block
interactions exists

6 between lines &
substations but not with
generation & loads.

[49]

Model limited to power
generation, consumption
& storage. No agents

assigned to grid topology.

Each agent has a physical
resource. Not all physical
resources have an agent.

Model limited to power
generation, consumption
& sotrage. No agents

assigned to grid topology.

A grid agent is included as
a single entity rather than

an aggregation of
multiple entities.

Without agents assigned
to the topology agents,
there can be no

coordination between
energy and topology
elements or between
topology elements.

Supercondensator
initiates all negotiations
with other agents in a
sequential fashion.

[50,51]

Model limited to power
generation, consumption
& storage. No agents
assigned to grid topology.

Some physical agents are
included. Some
centralized agents are
included. No agents
assigned to grid topology.

Model limited to power
generation, consumption
& sotrage. No agents
assigned to grid topology.

A microgrid manager
agent is included as a
centralized decision-
making entity.

All agents are assumed to
be online. Microgrid can

and disconnected modes.

Without agents assigned
to the topology agents,
there can be no
coordination between
energy and topology
elements or between
topology elements.

operate in grid-connected

[52]

Model limited to power
generation, consumption
& storage. No agents
assigned to grid topology.

Some physical agents are
included. Some
centralized agents are
included. No agents
assigned to grid topology.

Model limited to power
generation, consumption
& storage. No agents
assigned to grid topology.

Centralized agents are
included for centralized
decision-making.

Without agents assigned
to the topology agents,
there can be no
coordination between
energy and topology
elements or between
topology elements.

[53]

Model limited to power
generation, consumption
& storage. No agents

assigned to grid topology.

Each agent has a physical
resources. No agents are

assigned to grid topology.

Model limited to power
generation, consumption
& storage. No agents
assigned to grid topology.

Without agents assigned
to the topology agents,
there can be no
coordination between
energy and topology
elements or between
topology elements.

[54]
Model limited to power
generation, consumption,
and lines. No agents
assigned to buses,
storage, RE, or
dispatchable load.

Some physical agents are
included. Some
centralized agents are
included.

Model limited to power
generation, consumption,
and lines. No agents
assigned to buses,
storage, RE, or
dispatchable load.

Centralized agents are
included for centralized
decision-making.

All agents except for

central agent & grid agent

can be unavailable.

Without agents assigned
to buses, storage, RE and
dispatchable loads,
coordination decisions
are limited.

[55] [56,57]

Model limited to load and
bus agents.

Some physical agents are
included. Some
centralized agents are
included.

Model limited to load and
bus agents.

Centralized agents are
included for centralized
decision-making.

Centralized agents are
included for centralized
decision-making.

Only Line & substation
availability.
Generation/Consumption
not included.

Agent architecture does
not include interaction
between branches,
buseses & energy
elements.

Without agents assigned
to other physical
resources, coordinated
decisions are limited.

.. Distribution is a necessary but not sufficient condition for resilience!
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Distributed decision-making does not guarantee resilience

[47,48] [49] [50,51] [52] [53] [54] [55] [56,57]

1-many cyber-physical Some physical agents are  Some physical agents are
. 1Y 107 . Agents are assigned to ) Ay E ) I & . Some physical agents are  Some physical agents are
relation but each function included. Some included. Some Each agent has a physical | .
i PV, storage, and external R R included. Some included. Some
8 block is meant to be an X centralized agents are centralized agents are resources. No agents are R R

. . grid. No agents for loads, . ) . . centralized agents are centralized agents are

automation object as part . included. No agents included. No agents assigned to grid topology. . .
lines, and substations. included. included.

of a larger control agent. assigned to grid topology. assigned to grid topology.

Physical system model of
implemented in
Matlab/Simulink w/o
specifices.

SimPower Systems Model
11 but specifics are not
mentioned.

Small-signal stability
model implemented in
Matlab.

Real-time diesel
generator included.

Function blocks are
intended as real-time
execution agent for fast
switching decisions.

Governor control
implemented as real-time
execution agent.

Energy management is
Since only one time scale Since only one time scale considered for the day-
14 is considered, function-  is considered, agent ahead and real-time
block layer is flat. architecture is flat. markets. Power grid
dynamics are not.

Since only one time scale
is considered, function-
block layer is flat.

S Energy management, A

-g Fault Location, Isolation & gy g Energy management & Black start coordination & . . Energy management &
2 . Energy management Energy management voltage control, small- ) Restoration Service

© Supply Restoration . . Frequency Control Real-Time Control Frequency Control

a signal stability

'E IEC61499 Function Block JADE Agents with Real

=] unction Bloc| ents wi ea

.E Implementation w/ Matlab Time-D? tal JADE Agents with Small- JADE Agents with Real- JADE Agents with JADE Agents with

E Sir:Power Systemns Simevents/Simulink Simulatgr/Power World Signal Stability Matlab Time JAgVA simulation Matlab Implementation ~ Simulink/Matlab Transient Stability Matlab
% Simulation ¥ Implementation Simulator Simulator Simulator Simulator

£
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Switching decisions require RT control for transient stability!

Phase Angle Difference of Synchronous Generators Over Time
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(a) Time Domain Simulation w/ 0.58s Fault Clearing Time [53]

x10° Phase Angle Difference of Synchronous Generators Over Time
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(b) Time Domain Simulation w/ 0.59s Fault Clearing Time [53]

. A 0.01s delayed decision makes all the difference!
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Thank You
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